**Predictability in Journalism**

The intention of this project is to quantify predictability in journalism. We will accomplish this by analyzing the relationships between the headlines of articles, the bodies of articles, and their respective editorial sources.

The first part centers around the relationships between the articles (both headline and body) to their respective sources. This exploration is straightforward, given a headline/body, which newspaper source is likely to have produced it? This will provide concrete objective measures to quantify style predictability from a broad editorial perspective.

Secondly, we will explore the remaining relationship between the headlines and the bodies of the articles themselves. This is intended to quantify style predictability - how well does the article match the headline? This has significant potential applications for detecting ‘clickbait’ or inaccurate headlines.

This project is important because it can provide insight that is potentially of great interest to newspapers and editors. It will give valuable insight into how effective headlines are for capturing an audience’s attention.

This exercise is challenging because of its uniqueness. Existing literature on text analysis methods centers on more common practices such as sentiment analysis or author-detection for fraud. Our project borrows elements from these practices but with the unique goal of measuring creative predictability, which can be broadly thought of as ‘style analysis’.

Our main data set will be the ‘All the news’ data set from Kaggle. It contains 140,000+ articles from 15 American publications such as the New York Times, CNN, etc. from 2016-2017. A secondary data set has 4.5 million headlines from 10 publications ranging from 2007-2022. We might use this for the first part of the first portion of the project.

The first part of the project can be structured as a multi-class classification problem. The second part of the project can be structured as a summarization problem, where we will use summarization procedures and metrics such as BLEU scores for evaluation.
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* For each article-outlet group:
  + Summarize each article in an article group using Pegasus to generate a “Short Reference”
  + Compare this Short Reference with that article’s headline and check the BLEU score between them
  + Calculate the average of each news outlet’s BLEU scores
  + Compare the average BLEU scores of each one against each other to see how well their headlines summarize the articles
* For each article:
  + Classify each article according to HW 3’s code
    - Try headlines as input first, check for performance issues
      * If performing well, do body as well. If not, proceed
    - Replace topic with news outlet source
  + Generate confusion matrix for all outlets and see if you need to cut down
  + Check how often some news outlets were confused as other ones to see if any of them have a distinct style